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Abstract: The segmentation of multiple vertebrae and intervertebral discs in magnetic resonance images (MRI) plays a 

crucial role in diagnosing and treating spinal disorders. However, the inherent complexity of the spine, coupled with the 
challenges of balancing inter-class similarity and intra-class variety, complicates the task. Additionally, improving the 

generalization ability, learning rate, and accuracy of spine segmentation remains difficult. To address these challenges, this 

paper proposes a spine segmentation method based on cross attention and recognition-assisted label fusion (SCAR-Net). 
The approach introduces a multi-channel cross attention (MCCA) mechanism to generate a comprehensive spine 

description by fusing inter-class and intra-class features. Furthermore, a key-points recognition-assisted learner (KRAL) is 

designed, incorporating mixed-supervision recognition-assisted label fusion (RALF) to reduce reliance on a single dataset 
and enhance network generalization. Experimental results on T2-weighted volumetric MRI datasets demonstrate that 

SCAR-Net achieves outstanding performance, with a mean Dice similarity coefficient (DSC) of 96.12% for 5 vertebral 

bodies and 95.07% for 5 intervertebral discs. The proposed method proves to be highly effective for both the localization 

and segmentation of intervertebral discs in MRI spine images.  

 

1. INTRODUCTION 
 

In spine pathologies locating, spine diseases diagnosis and surgical treatment planning, multi spine segmentation 

is crucial for experts to make correct judgments. However, manual spine segmentation is a labor-intensive and 

time-consuming task that requires the expertise of experienced radiologists or clinicians. This process can be prone 

to inter-observer variability, where different experts may produce varying results. Therefore, automated multiple 

spine segmentation is of great significance to mitigate these problems by reducing the time and effort required for 

segmentation, enhancing accuracy and consistency, and minimizing human error [1]. Additionally, since spine 

images are highly complex and lack simple linear features, achieving accurate multiple spine segmentation remains 

a challenge. Furthermore, most spine segmentation networks are fully supervised, which greatly limits the 

network’s generalization ability. Therefore, it is of great significance to develop a network with high accuracy and 

strong generalization ability for multiple spine segmentation to assist professional physicians in making diagnoses. 

 

Due to the strong learning ability and portability, deep learning has been widely used in spine segmentation. Chen 

et al. [2] proposed a method for vertebrae detection and recognition, which captured the shape and appearance of 

single spine. Nevertheless, their approach led to confusion in identifying the vertebral body and surrounding tissues, 

which limited its extension to segmenting spines consisting of multiple vertebrae. Sekuboyina et al. [3] designed 

two networks, one for spine segmentation and the other for spine positioning, which effectively distinguished the 

vertebral body and surrounding tissues. However, it ignored the inter-class similarity learning, leading to poor 

segmentation performance in the edge regions. Schlemper et al. [4] proposed an attention gate (AG) model to focus 

on target structures in the edge region, but it was only effective for segmenting single vertebrae but not for multiple 

spine, resulting in a significant reduction in segmentation ac- curacy. Using long short-term memory (LSTM), Han 

et al. [5] generated semantic features of the spine and increased the long-distance spatial correlation of pixels in 

order to segment multiple spines. However, their method showed poor segmentation performance in the internal 

details of the LSTM due to insufficient learning of intra-class variety of spine. Change et al. [6] employed the 

graph convolutional network (GCN) to capture the spatial correlations between spine structures and generate the 

semantic features for accurate spine segmentation. However, their approach failed to balance the intra-class variety 

of spine due to the neglect of local spinal information integration, leading to blurred edge details. Pang et al.  [7] 

designed SpineParseNet, which was a semantic image representation framework consisting of two segmentation 
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stages that focused on the internal details and edge details of the spine. How- ever, their method did not adequately 

balance the inter-class similarity and the intra-class variety of the spine because it ignored the correlation attention 

between different spinal structures. To sum up, the aforementioned segmentation methods cannot balance the inter-

class similarity and intra-class variety of spine. 

 

In order to balance the inter-class similarity and intra-class variety of the spine, much efforts have been made to 

solve this thorny problem. Rasoulian et al. [8] developed a statistical multi-vertebrae shape pose model to 

simultaneously capture the variations in shape and posture in spinal images, which enhanced the ability to learn 

the inter-class similarity of the spine. However, this method neglected the intra-class variety learning of spine, 

resulting in confusions in spine detail segmentation. Chen et al. [9] demonstrated that the fully convolutional 

network (FCN) was effective in efficiently segmenting spine and supplementing the learning of intra-class variety. 

However, the method still exhibited an unbalanced learning of the inter-class similarity and intra-class variety of 

the spine, leading to a loss of boundary details. In order to segment continuous spine edge, Kolaˇrík et al.  [10] 

proposed a supervised deep learning approach to segment 3D spine and to obtain segmented results at the original 

resolution. However, 3D CNN suffered from high computation cost, storage cost and the risk of over fitting for 

medical images with limited labeled data. To address these bottlenecks, Wang et al. [11] proposed a liver tumor 

segmentation network named CPAD-Net, which was built upon the traditional U-Net architecture while integrating 

contextual parallel attention and dilated convolution to narrow semantic gaps and increase detailed information. 

Zhang et al. [12] applied inter-slice attention (ISA) mechanism based on 2D convolutional network to acquire inter 

slice information for 3D segmentation task, which achieved high accuracy and efficiency. However, due to the 

small number of pixel-level datasets in the spine, the generalization ability of the network is weak. Pang et al. [13] 

presented a network that utilized key-points-level datasets to increase the generalization ability of the network and 

enhance the segmentation accuracy. However, this approach significantly reduced the learning efficiency of the 

network and carried the risk of losing shallow features. 

 

In summary, most existing spine segmentation networks face the following problems. Firstly, due to the complex 

and highly similar structures of the spine, it is difficult to balance the inter-class similarity and intra-class variety, 

which results in an inability to distinguish between intervertebral discs (IVDs) and vertebral bodies (VBs), leading 

to segmentation ambiguity on IVDs and VBs. Secondly, most networks adopt full supervision methods that rely 

highly on the specific datasets, thereby weakening the generalization ability of the network. Thirdly, most CNN-

based spine segmentation networks often aim to improve segmentation accuracy by increasing convolution depth, 

which will not only damage the learning rate of the network, but also increase the risk of losing superficial feature 

information with the deeper layers. In order to address these challenges, a multiple spine segmentation in MRI 

based on cross attention and recognition-assisted label fusion (SCAR-Net) has been proposed. The objective is to 

effectively extract the multiscale features from MRI, balance the inter-class similarity and the intra-class variety 

of the spine, and enhance the generalization capability of the network.  

 

2. RELATED WORKS 
 

The intricate spinal structure poses significant challenges for traditional methods to balance the inter-class 

similarity and the intra-class variety in multiple spine segmentation. Due to the subtle differences between spines, 

achieving accurate and reliable segmentation remains a complex task. In recent years, convolutional neural 

networks (CNNs) have emerged as a powerful tool for automatic recognition and segmentation of spinal structures, 

without requiring manual intervention. Ji et al. [14] presented an approach for IVD segmentation that employed a 

standard CNN to extracted plaques around each pixel using convolution operations. In a subsequent work, Zeng 

et al. [15] proposed an approach called DSMS-FCN, which incorporated multi-scale deep supervision to mitigate 

gradient disappearance during training. However, these methods are primarily applied for single mode scenes and 

the accuracy decreases significantly in multi-mode segmentation. Aygün et al. [16] investigated various 

approaches to combine multiple modes in the context of CNNs by treating each mode as an independent input and 

subsequently fusing them at different stages (early, middle, or late). 

 

However, this method relied on single-layer fusion to approximate the complex inter- modal relationships, leading 

to limited generalization performance of the network. Dolz et. al [17] addressed multi-modal IVD localization and 

segmentation by proposing a U-Net based architecture that leveraged multi-modal data to create a coding path, 

allowing for modeling the inter-modal relationships. However, the direct fusion strategy adopted by this approach 

cannot fully capture the comprehensive spinal information required for accurate segmentation. In summary, the 

above methods have improved feature fusion to some extent. However, attention mechanism needs to be integrated 

for more effective feature fusion. 
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3. METHODS 
 

Overall, the proposed SCAR-Net method effectively balances the inter-class similarity and the intra-class variety 

of the spine, achieving high integrity and detail accuracy in spine segmentation. Its combination of global and local 

contexts, attention mechanism, unsupervised learning component, and multi-scale feature fusion make it a 

promising approach for multiple spine segmentation. The SCAR-Net architecture consists of several modules that 

cooperate together to perform automated spine segmentation. The input to the network is a 3D MRI volume, and 

the output is the segmented spinal cord. The proposed SCAR-Net framework is illustrated in Figure 1, comprised 

of two components: a segmentation network (the main path) and a recognition network (the branch path), where 

the branch path 𝑅𝛽 is parameterized by 𝛽  and the main path 𝑆[𝛼,𝛽]  is parameterized by 𝛼  and 𝛽 . To simplify 

notation, in the subsequent discussion, 𝑅𝛽 and 𝑆[𝛼,𝛽]  are replaced with R and S. The primary objective of the 

branch path is to extract semantic features that aid in producing precise segmentation results through an encoder-

decoder architecture. By incorporating the branch path, SCAR-Net is able to capture multi-scale contextual 

information and enrich the feature representation of the main path, which improves the accuracy and robustness 

of the seg- mentation results. Additionally, the implementation of skip connections and feature fusion allows the 

main path and branch path to influence each other, ensuring that both pathways are optimized for the accurate 

spine segmentation. 
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Figure 1: The basic framework of the proposed SCAR-Net, which consists of the main path for spine 

segmentation and the branch path for spine recognition. 

In the main path, an encoder-decoder architecture is adopted for multiple spine seg- mentation. The purpose of the 

segmentation encoder is to extract both the low-level seg- mentation feature map 𝐹𝑆
𝐿  and the high-level 

segmentation feature map 𝐹𝑆
𝐻 . Specifically, an improved DeepLabv3+ encoder错误 !未找到引用源。 is 

implemented to deepen the convolution network while enhancing the precision of semantic segmentation results. 

The segmentation encoder is consisting of an initial convolution layer followed by a series of high-level and low-

level feature extraction modules. The high-level feature extraction module includes an atrous spatial pyramid 

pooling (ASPP) layer to extract the multi-scale features at different dilation rates. The low-level feature extraction 

module contains depthwise separable convolution layers to capture the low-level features at different levels of 

abstraction. Notably, the segmentation encoder is a 2D network compared to the depth convolution network, 

containing 𝐹𝑆
𝐿 generated in the third separable convolution layer to conserve memory. In the branch path, the 

recognition encoder extracts the low-level recognition feature map 𝐹𝑅
𝐿 and the high-level recognition feature map 

𝐹𝑅
𝐻, sharing the same structure as the segmentation encoder for convenience. 

 

The decoder is consisting of two inputs: a high-level feature after fusion, MF, and a low-level feature map after 

enhancement, FE. The architecture of the segmentation decoder consists of a series of up-sampling layers that 

increase the resolution of the feature maps and a concatenation layer that combines the low-level and the high-

level features. The concatenated feature map is then fed to a series of SeConv and Conv layers to refine the 

segmentation prediction. Finally, a Softmax layer is applied to obtain the segmentation probability maps. 

 

3.1 Multi-channel Cross Attention 

 

To effectively fuse the inter-class features and the intra-class features to generate a com- prehensive description 

of the spine that incorporates their complementary information, we propose a multi -channel cross attention 
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(MCCA) feature fusion method that combines attention mechanisms with feature fusion to capture both the local 

and the global features of spinal structures. An MCCA consists of three attention blocks: inter -class, intra-class 

and channel attention block. Although each operation generates dis- tinct feature mappings, the operations within 

each attention block are similar. In general, the MCCA method integrates the high-level segmentation features and 

the semantic features of the spine to capture the spinal information from multiple perspectives. Specifically, the 

features are processed by a convolution layer to generate the corresponding feature map. Thereafter, different 

segmented features perform corresponding attention mechanisms to reshape the feature map. The detailed steps 

are described as follows: Firstly, the features are fed into their corresponding attention block. Assume that the in- 

putted feature is represented as 𝑓 , which is processed by three convolution layers to generate three feature 

mappings: 𝑓 �̃� , 𝑓�̃� and 𝑓 �̃�. Subsequently, 𝑓 �̃� is reshaped and transposed into a feature map, denoted as 𝑓𝑎′̃, while 

𝑓 �̃�  and 𝑓 �̃�  are reshaped into two additional feature maps, denoted as 𝑓𝑏′̃  and 𝑓𝑐′̃ , respectively. Matrix 

multiplication is performed between 𝑓𝑎′̃ and𝑓𝑏
′̃
 followed by application of a SoftMax layer to calculate the 

attention weight A. After- wards, matrix multiplication is calculated between A and 𝑓𝑐′̃ , and the result is reshaped 

to obtain the attention feature, denoted as 𝑓 ′̃. Secondly, the inter-class attention feature 𝐹𝑆
𝐻′

 and the intra-class 

attention feature 𝐹𝑆
′ are generated through the inter-class and intra-classattention block, respectively. Thereafter, 

𝐹𝑆
𝐻′

 is multiplied by a scale parameter γ to effectively fuse the inter-class and the intra-class information. Thirdly, 

element-wise summation is performed on the results obtained from step 2 to produce F1. Similarly, 𝐹𝑆
′ undergoes 

the same procedures as 𝐹𝑆
𝐻 ′

 to generate F2. Afterward, F1 and F2 are combined to form FC. Finally, FC is inputted 

into the channel attention block to filter redundant information and obtain the final cross-fused feature MF . Since 

MF contains sufficient inter-class information and intra-class information, the proposed MCCA can focus on 

important regions and as- sign higher weights to informative features while suppressing noise and irrelevant 

features, thereby significantly balance the inter-class similarity and the intra-class variation of the spine. 

 

3.2 Recognition-assisted Label Fusion 

 

he recognition-assisted label fusion (RALF) is designed to adjust the weights of the inter- mediate layers based on 

the detected key-points during training, which allows the network to learn robust features invariant to the 

orientation and the position of spinal cord. The RALE consists of two primary components: a key-points 

recognition-assisted learner (KRAL) mod- ule and a dynamic parameter generator for AT. For key-points 

recognition-assisted learner module, the KRAL adopts a key-point detection network to identify the landmark 

points on the vertebral bodies, which are essential to define the local regions of interest (ROIs) around each 

vertebra and to extract features for training the segmentation network. For dynamic parameter generator, it first 

computes the distance between each pixel and the key-points using Euclidean distance. Thereafter, a Gaussian 

kernel is performed to weight the distances, giving higher weights to pixels closer to the key-points. The resulting 

weight map modulates the attention weights in the self-attention mechanism of the AT, allowing the network to 

selectively focus on features close to the key-points. This component helps the model to learn highly robust and 

discriminative features from the key-point-annotated data, leading to improved performance on SCAR-Net. In the 

RALE, a recognition encoder and a parameter adapter operate in conjunction. The parameter adapter comprises 

an adaptive average pooling layer with a size of 7 × 7 and a convolution with a size of 1 × 1. It generates a dynamic 

parameter 𝛼 ∈ 𝑅7×7×128 that serves as the convolution kernel for prediction. The kernel size is 7 × 7 and there are 

128 AT channels. RALE seeks to generate the dynamic parameter α of the adaptive transformer (AT) to unify the 

information contained in the recognition feature and the segmentation feature, which improves the generalization 

ability of the network. 

 

4. EXPERIMENTS AND RESULTS 
 

4.1 Datasets Description 

 

The datasets used in our study consist of both a fully-annotated and a weakly-annotated dataset. The fully-

annotated dataset includes midsagittal T2-weighted MRI scans from 695 subjects. In this dataset, the masks for 

the vertebral bodies (VBs) of the five lumbar vertebrae and the corresponding masks for the five intervertebral 

discs (IVDs) were manually delineated by junior experts and then reviewed and corrected by senior experts using 

the open-source tool ITK-SNAP. The corrected masks, validated by senior experts, serve as the ground truth for 

spine segmentation. For each subject in the fully-annotated dataset, a T2-weighted MRI and its corresponding 

accurate standard mask are provided, with unique labels assigned to each VB and its corresponding IVD. The 

weakly-annotated dataset is derived from the Spark Digital Body AI Challenge, which includes the Spinal Disease 
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Dataset (available at: https://tianchi.aliyun.com/dataset/79463). This dataset comprises midsagittal T2-weighted 

MRI scans from 201 subjects, accompanied by manual key-point annotations for the centers of the five VBs and 

five IVDs. The training and testing datasets are constructed using 5-fold cross-validation. The fully-annotated 

dataset is randomly divided into five groups, each containing 43 subjects. Four of these groups, along with the 

entire weakly-annotated dataset, are used for training, while the remaining group is reserved for testing. 

 

4.2 Mplementation Details 

 

Our proposed methodology is implemented using Pytorch26 and the codes are executed on an NVIDIA GeForce 

RTX 3060 Ti. Due to equipment limitations, the SCAR-Net is trained with a batch size of 2, employing Adam 

optimizer27. The dataset is trained for a total of 600 epochs, with an initial learning rate of 0.0005. The learning 

rate is reduced to 1/5 of the initial value at 1/3 and 2/3 of the total epoch duration. During each iteration, four 

samples comprising two from the fully-annotated dataset and two from weakly-annotated dataset are randomly 

selected and merge to form a batch dataset. This process enables to calculate the segmentation loss and the 

recognition loss values during each iteration. The values of λ in (1) are varied across the range of λ ∈ [40, 50, 60, 

70, 80, 90, 100]. 

 

4.3 Ablation Studies 

 

The ablation study is conducted to evaluate the efficacy of specific components within the proposed model. First, 

SCAR-Net is adopted as the backbone network to quantitatively analyze the impact of MCCA and AT on the 

segmentation performance. Subsequently, the values of parameter λ in the loss function are discussed and analyzed. 

Finally, the results are visually demonstrated in order to effectively understand and interpret the effects of the 

proposed network. 

 

4.3.1 Quantitative analysis 

Table 1: The Ablation study of the proposed model is conducted utilizing baseline, with DSC (%) serving as the 

evaluation metric. 

Methods L1 L2 L3 L4 L5 L1/L2 L2/L3 L3/L4 L4/L5 L5/S1 Average 

Baseline 93.16 94.42 94.49 94.32 95.19 93.37 94.81 91.91 93.42 94.85 93.99 

Baseline+MCCA 94.77 95.15 94.79 95.84 96.07 94.41 93.57 93.56 95.52 93.88 94.76 

Baseline+AT 94.65 95.20 95.36 96.45 95.78 94.26 93.27 92.53 93.13 95.74 94.64 
Baseline+MCCA 

+AT 
96.05 96.43 95.78 96.39 96.55 95.78 96.05 93.88 93.70v 95.93 95.65 

 

Table 1 presents a comprehensive quantitative analysis of each module within the proposed network, highlighting 

their individual contributions to improving segmentation performance. The results show that the integration of the 

MCCA and AT modules outperforms the baseline indicators, indicating their significant role in enhancing overall 

segmentation accuracy. The MCCA method effectively highlights informative features, which boosts the accuracy 

and robustness of vertebral body segmentation, even in challenging scenarios where neighboring vertebrae appear 

similar. The AT module improves both the learning rate and accuracy by increasing the network’s flexibility and 

adaptability to different types of spinal images, thereby enhancing generalization ability. When combined, these 

modules deliver superior segmentation performance compared to their individual use. Specifically, the DSC 

achieved in L1-L5 segmentation is 1% higher than the baseline, while L1/L2-L5/S1 segmentation shows a 0.5% 

increase. However, when all three modules are integrated, the improvements for L1 to L5 segmentation range from 

1.76% to 2.89%, and for L1/L2 to L5/S1 segmentation, they range from 0.28% to 2.63%. These results strongly 

suggest that the proposed modules work synergistically, complementing each other to deliver exceptional 

segmentation outcomes. The average improvement rate across all components is calculated at 1.66%, confirming 

the effectiveness of the proposed modules in enhancing the overall segmentation framework. In conclusion, 

incorporating the MCCA and AT modules presents a promising approach to achieving robust and accurate spine 

segmentation. 

 

4.3.2 Choice of λ in the mixed-supervised loss 
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Figure 2: Six typical examples to show the SCAR-Net achieves excel- lent performance for spine segmentation. 

Figure 2 demonstrate that the proposed SCAR-Net achieves highly accurate spine segmentation, with a mean 

Precision of 95.50% and a mean DSC of 95.65%, which indicate a significant overlap with the manually delineated 

mask, striking a balance be- tween under-segmentation and over-segmentation. A comprehensive comparison 

against state-of-the-art methods confirms the efficacy and the superiority of our approach, with superior 

quantitative performance measures and enhanced visual accuracy and precision. These findings underscore the 

potential utility of our proposed network in clinical settings for automating the spine segmentation process with 

high accuracy. 

Table 2: The SCAR-Net achieves the highest mean DSC (%) of the most individual spinal structures 

segmentation. 
Methods L1 L2 L3 L4 L5 L1/L2 L2/L3 L3/L4 L4/L5 L5/S1 Average 

MRLN [27] 83.11 83.70 98.29 92.65 94.23 79.79 82.20 88.49 89.97 89.93 88.24 
SWDN [20] 86.45 89.03 92.02 93.49 93.41 83.21 88.05 90.49 89.42 88.87 89.44 

GCSN [7] 92.90 94.22 95.11 94.09 94.57 90.95 91.43 92.53 92.89 91.02 92.97 
SSHS [28] 90.20 89.64 89.56 89.60 88.66 91.82 90.42 92.87 90.38 90.67 90.38 

SIMs [29] 94.05 94.54 94.28 94.21 93.06 92.77 93.37 93.42 91.87 92.65 93.42 
DGMS [13] 93.16 94.42 94.49 94.32 95.19 93.37 93.42 91.91 94.81 94.85 93.99 
SAM [30] 92.13 92.09 91.92 91.91 90.86 92.30 91.90 93.15 91.13 91.66 91.91 

CDAN [31] 92.90 91.86 92.74 92.85 92.43 89.89 90.82 92.33 91.14 90.80 91.78 
SCAR-Net 96.05 96.43 95.78 96.39 96.55 95.78 96.05 93.88 93.70 95.93 95.65 

 

As shown in Table 2, compared with other methods, SCAR-Net has significant advantages in DSC. A 2% higher 

DSC score means that SCAR-Net is more accurate in evaluating similarity indicators. These results demonstrate 

that the proposed approach effectively balances the inter-class similarity and the intra-class variety of the spine, 

achieving high integrity and detail accuracy in spine segmentation. By leveraging the strengths of global and local 

contexts, our model is able to capture fine-grained details and accurately distinguish between the spine and 

surrounding tissue. Overall, our findings highlight the effectiveness and potential of the proposed SCAR-Net as a 
valuable tool for clinical spine segmentation. 

 

5. CONCLUSIONS 
 

In recent years, automated spine segmentation has garnered significant attention due to the complexity and 

variability of spinal structures. This task remains challenging because of the need to balance inter-class similarity 

and intra-class diversity while maintaining high accuracy and generalization ability. To address these challenges, 

we propose SCAR-Net, a highly efficient and accurate network for automatic segmentation of MR spinal images. 

SCAR-Net incorporates a multi-channel cross attention (MCCA) module to fuse complementary features of the 

spine and provide a comprehensive representation of spinal structures. Additionally, a recognition-assisted label 

fusion (RALF) strategy is introduced to improve generalization by leveraging weakly annotated datasets during 

training. The proposed SCAR-Net outperforms state-of-the-art methods on several benchmark datasets, 
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demonstrating its effectiveness and generalizability. This method is well-suited for a range of medical applications, 

including disease diagnosis, preoperative planning, and postoperative evaluation. By providing automated and 

accurate spine segmentation, SCAR-Net enables clinicians to obtain more reliable measurements, ultimately 

improving decision-making and patient outcomes. 
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