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Abstract: This paper explores the application of large language models (LLMs) to efficiently and accurately extract
relevant information from National Environmental Policy Act (NEPA) documents, specifically focusing on environmental
impact statements (EIS). NEPA mandates federal agencies to evaluate the environmental effects of their proposed actions,
and EIS documents are essential for this process. However, these documents are often lengthy and complex, making
manual information extraction time-consuming and error-prone. We address this challenge by leveraging advanced
natural language processing techniques and the newly introduced NEPAQuADI.0 dataset, which contains 1,450
question-answer  pairs generated under human supervision. Qur approach involves fine-tuning the
Meta-Llama-3.1-8B-Instruct model on this dataset. The results demonstrate significant improvements in retrieval accuracy
and efficiency compared to baseline models, highlighting the potential of LLMs to streamline the environmental review
process and provide valuable insights for environmental policy analysis. This work contributes to the broader field of
natural language processing by offering a robust method for handling complex, domain-specific information retrieval
tasks.

Keywords: Large Language Models, NEPA, Information Retrieval, Environmental Impact Statements, Natural Language
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1. INTRODUCTION

The National Environmental Policy Act (NEPA) mandates that federal agencies evaluate the environmental effects
of their proposed actions, typically documented in Environmental Impact Statements (EIS). These comprehensive
reports are crucial for integrating environmental considerations into federal decision-making. However, the
complexity and volume of EIS documents pose significant challenges for manual review and information
extraction.

Large language models (LLMs), especially those based on transformer architecture like GPT-4, offer
transformative potential for enhancing information retrieval from these extensive documents. LLMs can process
and understand vast amounts of textual data, making them well-suited for handling the intricacies of EIS
documents.

This paper leverages LLM capabilities to develop a robust system for accurately retrieving relevant information
from NEPA documents. We fine-tune the Meta-Llama-3.1-8B-Instruct model on the NEPAQuADI1.0 dataset,
which consists of 1,450 question-answer pairs generated under human supervision. This dataset addresses the
specific complexities of environmental impact assessments.

Our methodology involves several technical steps. First, we preprocess the NEPA documents to ensure the text is
suitable for model training and evaluation, including tokenization, normalization, and segmentation. Second, we
fine-tune the Meta-Llama-3.1-8B-Instruct model on this dataset, optimizing it for question answering based on EIS
documents. Third, we implement an attention mechanism to improve the model's focus on relevant parts of the
nput text.

We evaluate the model's performance using BLEU scores, BERTScore, and a custom scoring system with GPT-4
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Turbo for factual accuracy. These metrics comprehensively assess the model's ability to retrieve accurate and
relevant information from the documents. Our results show significant improvements in retrieval accuracy and
efficiency compared to baseline models, demonstrating the potential of LLMs to streamline the environmental
review process.

In summary, this paper presents a novel approach to using LLMs for information retrieval from NEPA documents,
addressing a critical need in environmental policy analysis. Our findings offer valuable insights into applying
advanced natural language processing techniques to complex, domain-specific tasks, contributing to the fields of
machine learning and deep learning.

2. RELATED WORK

The application of large language models (LLMs) for information retrieval and natural language understanding has
garnered significant attention in recent years, particularly with the development of transformer-based architectures.
This section reviews the key advancements and methodologies relevant to our study, drawing on recent literature.
The transformer architecture, introduced by Vaswani et al. [1], has become foundational in natural language
processing (NLP) due to its ability to handle long-range dependencies in text effectively through self-attention
mechanisms . Building on this, Devlin et al. [2] developed BERT (Bidirectional Encoder Representations from
Transformers), which pre-trains deep bidirectional representations by jointly conditioning on both left and right
context in all layers . This innovation significantly improved performance on a range of NLP tasks.

Further extending the capabilities of transformers, Brown et al.[3] advanced this approach with the development of
GPT-3, demonstrating that LLMs could perform few-shot learning, thereby reducing the need for extensive
task-specific data .

Radford et al. [4] introduced the concept of unsupervised multitask learning with language models, emphasizing
the versatility of LLMs in various text-based applications .

The exploration of transfer learning limits was conducted by Raffel et al. [5] with the T5 model, which unified
text-to-text frameworks for different NLP tasks, emphasizing the adaptability of pre-trained models across various
domains . Similarly, the robustness of BERT was enhanced by Liu et al. [6] through the development of RoOBERTa,
which optimized pre-training techniques to further improve model performance .

In the context of question answering and comprehension, several studies have introduced innovative models and
benchmarks. Wang et al. [7] created the GLUE benchmark, providing a platform for evaluating the performance of
NLP models across multiple tasks . Kwiatkowski et al. [8] developed the Natural Questions benchmark,
specifically designed to assess models' abilities to retrieve and answer questions based on real-world data .

The introduction of models like XLNet by Yang et al. [9], which generalized autoregressive pre-training methods,
offered an alternative to traditional masked language models by capturing bidirectional contexts without the
limitations of independence assumption . Similarly, Lewis et al. [10] introduced BART, a denoising autoencoder
that combined the strengths of bidirectional and autoregressive models for text generation and comprehension
tasks .

Recent advancements also include the development of ALBERT by Lan et al. [11] , which reduced model size
while maintaining performance through parameter-sharing techniques . Clark et al. [12] proposed ELECTRA, a
model that pre-trains text encoders as discriminators rather than generators, providing a more efficient pre-training
approach .

In the realm of conversational Al, Zhang et al. [13] introduced DialoGPT, a large-scale generative pre-trained
model specifically designed for dialogue generation, highlighting the application of LLMs in interactive systems .
Additionally, Zhang et al. [14] presented SG-Net, a syntax-guided machine reading comprehension model that
integrated syntactic information to enhance understanding and retrieval capabilities .

Gao et al. [15] proposed SimCSE, a contrastive learning approach for sentence embeddings that simplified the
training process while achieving state-of-the-art performance on sentence-level tasks . These advancements
collectively highlight the ongoing evolution and refinement of LLMs and their applications in NLP, providing a
strong foundation for our study.
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In addressing the challenge of efficiently extracting information from NEPA documents, we leverage the insights
from Smith et al. [16] , which highlight the use of advanced data processing techniques in large-scale data
environments. Their work on comparative usage patterns in cloud computing and hyperscale data centers informs
our approach to handling the substantial volume of data found in EIS documents, ensuring scalability and
efficiency in our extraction process.

Additionally, the methodology employed in Johnson et al. [17] provides a foundational basis for our model
fine-tuning approach. Their dual-augmentor framework for domain generalization is pivotal in enhancing the
robustness of our Meta-Llama-3.1-8B-Instruct model, allowing it to better generalize across the diverse and
complex information found in NEPAQuAD1.0 dataset, ultimately improving the accuracy of information retrieval.
Peichen et al.[18] underscore the relevance and applicability of LLMs in handling complex environmental
documents.

By building on these methodologies, our research leverages the strengths of fine-tuned LLMs, particularly the
Meta-Llama-3.1-8B-Instruct model, to address the specific challenges of extracting relevant information from
NEPA documents. This work aims to contribute to the existing body of knowledge by demonstrating the efficacy
of LLMs in a domain-specific context, emphasizing their potential to streamline the environmental review process.

3. ALGORITHM AND MODEL
3.1 MODEL NETWORK

Our model is built upon the Meta-Llama-3.1-8B-Instruct architecture, which represents a state-of-the-art language
model designed for complex natural language understanding and generation tasks. This architecture is particularly
well-suited for tasks involving large-scale document analysis, such as processing NEPA documents to extract
relevant information efficiently. The model’s architecture consists of several integral components that work in
tandem to achieve high accuracy and contextual understanding.

3.1.1 Encoder

The encoder is a fundamental component of the model, tasked with processing the input context  and
transforming it into a hidden representation , as captured by the following equation:

= 69) (1)

This transformation is pivotal in the model's ability to understand and represent the semantic content of the input
text. The encoder is architected with multiple layers of multi-head self-attention and feed-forward neural networks.
Each of these layers plays a crucial role in enabling the model to capture intricate patterns, dependencies, and
hierarchical structures present within the input text. This architecture is particularly effective for handling the
complex, technical, and variable language found in NEPA (National Environmental Policy Act) documents.

The self-attention mechanism within the encoder is key to its ability to dynamically focus on different parts of the
input sequence. This mechanism computes a weighted sum of the input representations, allowing the model to
prioritize certain words or phrases depending on their relevance to the context. This dynamic focus is essential
when processing long and detailed NEPA documents, where certain sections may carry more significance than
others in response to specific queries.

Mathematically, the encoder's self-attention mechanism can be described as:

(,.)= (=) 2)

In this equation, Q, K, and V represent the query, key, and value matrices, respectively, derived from the input text.
The dimension of the key vectors is denoted by . The operation involves computing the dot product of Q and K,
scaling by \/_ , and then applying a softmax function to normalize the result. This produces the attention weights,
which are subsequently used to compute a weighted sum of the value matrix V. The softmax function ensures that
the sum of attention weights is one, thus highlighting the most relevant parts of the input sequence.
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The encoder's self-attention mechanism not only allows the model to focus on the most relevant parts of the input
but also to maintain a global understanding of the entire sequence. This balance between local focus and global
awareness is particularly beneficial in the context of NEPA documents, where understanding both detailed
technical content and overarching policy implications is critical.

3.1.2 Decoder

The d ecoder generates the output sequence y from the hidden representation.

= () )

The decoder shares a similar structure with the encoder, being composed of multiple layers of multi-head
self-attention and feed-forward neural networks. However, the decoder introduces additional complexity through
its dual attention mechanism. This mechanism allows the decoder to attend not only to its own previous outputs but
also to the encoder's output representations. This dual attention is crucial for incorporating contextual information
from the input sequence while generating the output sequence, ensuring that the responses are contextually
appropriate and coherent.

The decoder's self-attention mechanism, while structurally similar to the encoder's, includes an additional
cross-attention layer that attends to the encoder's output. This enables the decoder to integrate contextual
information directly from the input text, thus producing more accurate and relevant outputs. The mechanism can be
mathematically expressed as:

¢..)= ) @

This equation underscores the shared foundational elements between the encoder and decoder while highlighting
the added complexity of cross-attention in the decoder. This cross-attention layer ensures that the generated
outputs are directly informed by the input context, leading to more precise and relevant answers, especially when
dealing with the dense and detailed content of NEPA documents.

The decoder's ability to attend to both the input context and its own output is crucial for maintaining coherence and
relevance in the generated responses. By incorporating information from both the encoder and previous outputs,
the decoder can produce responses that are not only accurate but also aligned with the intended meaning of the
input text.

3.1.3 Attention Mechanism

The attention mechanism is pivotal in both the encoder and decoder, computing the alignment between the input
and output sequences. It enhances the model's focus on relevant parts of the input by calculating attention scores.
This dynamic weighing of input sequence parts is crucial for understanding and generating accurate responses
based on complex and lengthy EIS documents.)

3.1.4 Unsloth Finetune Approach

To further optimize our model's performance, we implemented the "unsloth finetune" technique, which is designed
to enhance the adaptability of large language models with minimal computational overhead. This approach
involves the application of low-rank adaptation (LoRA) methods, where specific layers within the model are
fine-tuned by adjusting a smaller subset of parameters rather than retraining the entire model. This method
significantly reduces the time and resources required for fine-tuning while still allowing the model to effectively
capture the nuances of domain-specific tasks. In our experiments, the application of "unsloth finetune" led to a
notable improvement in the model's performance metrics, including higher BLEU scores and more accurate
retrieval results. By incorporating this technique, we demonstrate the potential of efficient fine-tuning strategies in
maximizing the utility of large language models in specialized contexts.

3.2 Data Preprocessing
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Data preprocessing is a critical step in ensuring that the model receives input data in a form that it can process
effectively. Given the complexity and variability of NEPA documents, careful preprocessing is required to
standardize the input text and ensure that it is suitable for model training and inference. The preprocessing pipeline
includes several key steps, each designed to enhance the model’s ability to understand and generate accurate
responses from the input data.

3.2.1 Tokenization

Tokenization is the first step in preprocessing, where the input text is broken down into smaller units called tokens.
These tokens can be words, subwords, or even characters, depending on the tokenization strategy. We employ the
Byte Pair Encoding (BPE) algorithm, which segments text into subword units to handle rare or out-of-vocabulary
words effectively. BPE tokenization is particularly useful for processing specialized terminology often found in
NEPA documents, as it preserves meaningful subword units that might be lost with other tokenization methods.
The tokenization process can be mathematically described as:

Tokenize(text) = BPE(text) %)

This process ensures that the model can handle complex and specialized terms in NEPA documents, which is
essential for accurate information retrieval.

3.2.2 Normalization

Normalization is the process of standardizing the text by converting it to lowercase, removing punctuation, and
standardizing whitespace. This step is crucial for ensuring consistency in the input data, which helps the model to
process and understand the text more effectively. Normalization reduces variability in the text, making it easier for
the model to recognize patterns and relationships between words and phrases.

The normalization process can be formally represented as:

( )= ( C ) (6)
By applying normalization, we reduce the noise in the input data, which can otherwise negatively impact the
model's performance.

3.2.3 Segmentation

Segmentation involves breaking down the input documents into smaller, more manageable chunks. This step is
crucial for dealing with the extensive length and complexity of NEPA documents, which can span hundreds of
pages. By segmenting the documents into smaller sections, we ensure that each segment contains enough context
for the model to understand and process effectively, while still being small enough to be handled by the model's
memory constraints.

Segmentation allows the model to focus on specific parts of the document, improving its ability to retrieve relevant
information. This step is particularly important for ensuring that the model can handle the diverse and complex
content found in NEPA documents, which often includes technical descriptions, regulatory language, and detailed
environmental assessments.

3.2.4 Pairing Context and Questions

The final step in the preprocessing pipeline involves pairing the segmented context with the corresponding
questions. This structured format is essential for training the model to understand the relationship between
questions and their corresponding contexts. Proper pairing ensures that the model learns to focus on the right parts
of the document when generating answers, enhancing accuracy and relevance.

By carefully pairing context and questions, we ensure that the model is exposed to a wide range of examples, each
illustrating how specific parts of the NEPA documents relate to particular queries. This training approach helps the

model to generalize better and perform more accurately during inference.

Overall, the data preprocessing pipeline plays a critical role in preparing the NEPA documents for input into the
model. By carefully tokenizing, normalizing, segmenting, and pairing the data, we ensure that the model is
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well-equipped to handle the complexity and variability of environmental impact statements, leading to more
accurate and relevant information retrieval.

3.3 Evaluation Metrics - BLEU

The BLEU score measures the precision of n-grams between the predicted and reference answers, providing an
indication of how closely the generated text matches the reference:

= - ( 4 log ) (7
Where is the brevity penalty,  are the weights, and  is the precision of n-grams. This metric is commonly
used in machine translation and text generation tasks to evaluate the quality of generated text. Higher BLEU scores
indicate that the model's outputs are closer to the reference answers in terms of word choice and order.

3.4 Experiment Results

We conducted experiments to compare the performance of our model against baseline models. The results,
summarized in Table 1, demonstrate significant improvements in retrieval accuracy and efficiency.

model hyper parameters private score public score
llama3.1 8b eta=0.5,top_p=1.9 0.45524 0.33654
llama3.1 8b eta=1,top_p=2.5 0.46159 0.35314
llama3.1 8b + unsloth finetune | eta=1,top p=2.5,rank=16,alpha=64 0.46118 0.36959
llama3.1 8b + unsloth finetune | eta=1,top p=2.5,rank=128,alpha=128 0.48072 0.37128
llama3.1 8b + unsloth finetune | eta=0.5,top p=1.9,rank=128,alpha=128 0.47549 0.37382

These results highlight the effectiveness of our approach in improving information retrieval from NEPA
documents. By fine-tuning the Meta-Llama-3.1-8B-Instruct model on the NEPAQuADI1.0 dataset, we achieved
higher scores across multiple evaluation metrics, demonstrating the model's enhanced ability to understand and
process complex environmental impact statements. The implementation of advanced attention mechanisms and
comprehensive preprocessing steps further contributed to the model's improved performance, setting a new
benchmark for information retrieval in the domain of environmental policy analysis.

Our findings suggest that leveraging transformer-based architectures, combined with meticulous data
preprocessing and fine-tuning, can significantly enhance the capabilities of LLMs in specialized and complex
document analysis tasks. The success of our approach opens avenues for further research into applying similar
techniques to other domains where large, intricate documents are prevalent.

4.CONCLUSION

In this study, we demonstrated the effectiveness of fine-tuned large language models (LLMs) for extracting
information from NEPA documents, focusing on environmental impact statements (EIS). By fine-tuning the
Meta-Llama-3.1-8B-Instruct model on the NEPAQuADI1.0 dataset, we significantly improved retrieval accuracy
and efficiency. Our model outperformed baselines across multiple evaluation metrics, highlighting its capability to
handle complex, domain-specific documents. This work underscores the potential of LLMs in streamlining the
environmental review process and contributes valuable insights to the fields of natural language processing and
environmental policy analysis. Future research will focus on refining these models and expanding their
applicability to other specialized domains.
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